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1. Given a signal s(t) = ¢ IV, et a(t) = 0 elscwhore

and 35(t) = s:(t) 3000 8t - 2]
(a) {3%) Derive and plot S(f), the Fourier transform of s(¢).
(b} {3%) Derive and plot Si{f), the Fourier tsanslorm of a,(1}).

{¢} {3%] Derive and plot Sg( f), the Fourier iransform of &glE).

d] (3%] How shonld you choose T anel T, in order ko make Se( 1 in basehand as
close to S(f) as possible? Why?

]

2. The characteristic function of a random variable X is defined as M. [A) = A,

{a) (3%) Find the characteristic function of a Clanssian randou: variable ¥ with mean

i+ and varianee g2,

{k) (ﬁ%] Appl'y tﬂp :.ersult. abtained in (&) lo find the Znih center moment of ¥ defined
by E((¥ — )]
3. AWGN 1= assmmae] i Lhe fu:-ﬁnwm_g

T e Y i o 1.‘ Hﬁtmﬁ Hidehﬂﬂ-'ﬁﬂﬁﬁr
tor and find il the damodilated Uth-p'llt RIVIES

(bl {A%) Write out the FM modulated signal for steresplionic ¥M broadceasting
in terms of the carder frequency [, wmn(t) + mal?), mplt) — mg(t), subcarrier
frequency f,., and pilot frequency f,, where me(t} and map(t) are the ioft and
right channel andio tiessapes respectively,

() (3%) Show that the FM demodolated output noise power spactral density 15 pro-
poriional to f7,

(d) (5%) Find the ratio hietween the demodulated oulput SNH for message (i) —
trea(t] and the demodulated vuiput SNR for message Mt} + mali),

(e} (5%} Draw the block diagram of a superheterodyne stercophonic FM broadcasting
receiver. Explain how to avoid the image signal.

1. One of two eyoally likely sipnals is teanacitled and received jn additive Gaussian
noise n(t}. The signals ace 5{t) =4 = -3;(2), the bit period heing 1 msec long. Fight
egually-spaced ludependent samples of the received signal v{t) = {s,{f) or s4{t)} +n(2)
are taken and covstitute an §-dimeasional vector o = fuy, v, ., vg] = {8, or 3, + 2.
wheee g, = [4,4,.,..4] = —gy 1 = [n,ng,. ... 0g), and my's, i = 1,2,....8, are
independent zero-mean (Gaussian noise witl varianee= 2,

(a) (4%} For the observed data v, what is the optimum detector”

(b) (4%} According to {a), if » = [4.5,0,—1.5,2, —6,10,1, —4], which signal would
you decide?

1 {7%) What 19 the probability of error for the optiungn detector in (2)?
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F10%Y A sample of a polar signal of amplitude +1 is perturbed by a randomn ooise
n with probability density funclion fin) = 5504 — n?}, |r| £ 2. Find the minimom
probability of ervor if the & priori probabilitics are £, = 2 =1 - Fo,, What is the
decigion theeshold?

6. Conslder coherent BPSK and QPSK transwmission systems in AWGN (S.(f) = Np/2)

and the reccived signals are optimally detevted.

(&) (4%} I both systems tranamit at the saune data rale 8 and the same transmission
power &, wrile out their bit ervar prababilities. Which syatem iz hetter? Why?

(k) (4%} I hoth syatems transmit at the same nnll-to-null bandwidth & and the

samme transmission power P, wrile out their bit error prebabhilities. Which systein
17 betier? Why?

{:) (8%} Derive and plot the power spectral density of a BPSK modulated signal at
“a data rate of B bits/sec.

.. For the convékaticral code encader shown hf.-luw._.
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(a} {6%) Pefine the encoder state and depict the corvesponding cncoder state diagram,
(b} (5%} Whal is the veanlting codoword i the input sequence = {1 1001001 ).

(5%) Fiad o ternary(ie., code symbols are @, 1, and 2} [Tuffman code for the follawing
FOUreC:

Sowrce Alphabet Probability

A 270
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