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1. Consider the signal x(t) = 2F - sinc(Ft)cos(2#f,t), where f, >>F.
(a) Sketch the spectrum of x(t). (5%)
(b) Sketch the spectrum of x o) = x(t)+ jX(t), X(t) is the Hilbert transform of x(t). (5%)

(c) Sketch the complex envelope X(t), where x,(t) = %(t)-¢*", and also sketch its spectrum. (10%)

2. White Gaussian noise of zero mean and two-sxded power spectral density No is applied to a system
shown in Flg 1, where f.>>B. The noise at the low-pass filter output is denoted by n(t).
(a) Determme the power, power spectral density, and autocorrelatlon functxon of n(t) (10%)
(b) Determine the probablhty density function (pdf) of n(t) at t= 10. (5%)
(¢) Determine the joint pdf of n(0) and n(1/B). (5%) o
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3. A signal x(7)= 100032000::: is quantized by a uniform quant:zer with dynamic range (-10, 10). The |
bit rate of the qua.ntlzed output is limited to 10kbps. |
(a) Dctermme the maximum signal to quantization noise ratio (in dB) of the output? (10%)
(b) If the dynamlc range of the quantizer is changed to be (-20, 20), what is the maximum signal to
quantization noise ratio (in dB) of the output? (5%) _
(c) If a guard band of at ieast 500Hz is required at the samplmg process and the dynach range of
the quannzer is as pm-t (b), what is the maximum 51gnal to quantmatlon noise ratio (in dB) of the

output? (5%)
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4, An information source has its output from alphabet set {A, B; C, D} -with prohabﬂlhes P.(A) 02,

P{B) =0.5,P{C)=0.1, and P{D)=0.2. sy |
(8) A peniéral ‘encéding 'scheme -uses twé' bits 00, 01, 10, and lltoreﬁresentA,B C and D, -

. respectively: ‘What is the coding’ éﬁClGﬁI}y of this scheme? (5%) RN
(b) To increase the coding efficiency, Huffman code is used for this information source. What are the

average codeword length and the coding efflclency? (5%) .
oy Fof' part (a), ifa modulaﬁor ‘With leps transm:ssmn rate ‘transmits b1t 0 by So(t) and transmxts '
bit 1 by 5,6 (as shown 'in Flg 2, where T = I'l sec) through an AWGN channel w1th 20dB

" power 1oss and two-mded nmse PSD -60dBm/Hz, detenmne the repnged average bit energy By
(in dBW) and the bit-error-rate in Q-ﬁmct;on (Q(u) - J —-M-e“‘ )’dx '} of this system with

optlmal receiver. (10%) N L
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5. The mapping between messages and codewords of an (n, k) block code is given as

Messages (m) | Codewords (u) | Messages (m) | Codewords (n)
- 000 | 000000 100 110100 .
o Co .._;L G 001 ~ 161001 101 : | 011 101 | .l._).
010 o11010 [ 1107 "101110 |
o1l | 1ieodr | lkl" 000111 B

(a) Déterniine the values of mand k. (5%)

(®) Show the generator matrix G and the panty—check matnx H, where g _,IQG (5%)

(<) Détérn nine the error-detectlng capabﬂlty and the error-correcnng capablhty of this code 5 %)
(H) If the Tedeived vedtort = (1111 0 1), detenmne the syndrome s and the decoded ‘message? (5%)
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