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1. (5%) Consider the following wireless comtnunication technologies, which support(s) mobile data services

over wide range area?
(A) Bluetooth (B) WiMAX (C) UWB (D) LTE (E) WiFi.

2. (5%) Orthogonal Frequency Division Multiplexing {OFDM) is widely used in wireless communication
systems nowedays. Compared to single carrier systems, OFDM has the advantage(s) of:
(A) Bandwidth efficient {B) Intersymbol interference eliminated (C) Less sensitive to carrier frequency
offset {D} Less sensitive to symbol timing error (E} Low peak-to-average power ratio.

3. (5%) Consider the following statements:

i. The low SNR. performance of & modulation scheme on an AWGN channel is characterized by the
minimum distance of the signal constellation.

ii. For an M-ary modulation scheme, the minimum bit error probability decision rule is the same as
the minimum symbot error probability decision rule as long as the noise is AWGN and all symbols
are equally likely to be transmitted.

iii. As M increases, accurate phase synchronization becomes more important for M-PSK.
iv. AWGN noisg model is often used to model thermal noise.

Which of the statements above is{are) false:
(A} i (B)ii (C) iii (D) iv (E) None of the above.

4. (5%) Consider two different bit mapping schemes for the same 16-QAM signal consteBation. One is

Gray-mapped, and the other is not. Compare the performance of the two schemes under the same
high SNR. Select the correct statement(s) from the following:
{A) The Gray-mapped 16-QAM has lower bit error probability than that of the non-Gray-mapped
16-QAM (B} The Gray-mapped 16-QAM has lower symbol error probability than that of the non-
Gray-mapped 16-QAM (C) The two schemes have the same bit error probability (D) The two schemes
have the same symbol error probability (E) None of the above,

5. (5%) Consider a simple channel code which consists of 4 possible codewords: C = {00000, 11000,
00111,11111}. A codeword is randomly chosen from C and transmitted through a binary symmetric
channel (BSC) with bit error probability p = 0.55. From the BSC output, the receiver receives 00001.
If the receiver performs hard decision decoding following MAP rule, what will the decoded result be?
(A) 00000 (B) 00001 (C) 11000 (D) 00111 (E) 11111

6. (5%) Consider the performance of two systems, U and R. System U does not apply any channel coding
and the data bit is directly transmitted using BPSK modulation; while system R encodes the data
bit using (5,1} repetition code (C = {00000,11111}} and then transmlts the 5 coded bits using BPSK
modulation. Assume that both systems operate under the same £ N , where Ey denotes the energy per
data bit. Consider the following statements:

i. The decoding error probability of system R using the optimal hard-decision decoding is lower than
the bit error probability of the uncoded systemn U.

ii. The decoding error probability of system R using the optimal hard-decision decoding s equal to
the bit error probability of the uncoded system U.

jii. The decoding error probability of system R using the optimal soft-decision decoding is lower than
the bit error probability of the uncoded system U.

iv. The decoding error probability of system R using the optimal soft-decision decodiag is squal to
the bit error probability of the uncoded system U,

‘Which of them is(are) correct?
(A) i(B)ii (C) Hi (D) iv {E) None of the above.

7. {5%) Consider & sequence x[n] whose Fourier transform X (e™¥) has the property that

X(e™) =0 for %ﬂ- <juw| L.

Then x[n] may be sampled without the possibility of aliasing for which of the following sampling
periods? (4) 2 (B) 4 (C) 6 (D) 8 (E) None of the above.
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8. {5%) Choose the correct statement(s) from the following:

{A) The continuous-time system with output y(t) and input z(t) as described by ¥(t) = z(sin(t)) is
causal.

(B) The continuous-time system with output y{t} and input z(t) as described by y{f) = cos()=(t) is
time varying.

{C) Let z{r] and y[n) be two discrete-time signals, where yln] = zi2n]. If y{n] is periodic, then zin] is
periodic.

(D) Let z[n] and yin] be two discrete-time signals, where z[n} is an odd signal and y[n} is an even
signal. Then z[n] = z{r]yln] is an odd signel.

(E) None of the above.

9. (5%) Consider two sequences

o' 0<n<8 (1, 0<n<3
zn] _{ 0, otherwise ’ and y[n}y{ 0, otherwise °

Let z[n] = =[n) * y[n] be the convolution of zfn] and yn]. Then (A) 2[0] =0 (B) 2[8] = 1+ a+a? ()
z[7]=a® + of 4 o (D) 2[10] = 1 {E) None of the above.

10. (5%) Let or] be a real and odd periodic signa! with period ¥ = 7 and Fourier series coefficients ay.
Given that

a15 = J, a6 = 24, and a17 = 33,
then (A) ag =0 (B) a1 =j (C) a_z = ~2j (D) a_s = 3j (E) None of the above.
11. (5%) The output y(t) of a ceusal LTT syatem is related to the inpub z(f) by the equation

% +10y(t) = f_:m(T)'»’(* —7)dr — z(t),

where 2(t) = e~t u(t) + 3 4(t). }f the impulse response h(t) of the system is expressed as

R{t) = ge tu(t) + bet ult) + d,

then (A)a=§ (B) b= (C) c= —10 (D} d = 0 (E) None of the ahove.

12. (5%) Consider the digital Blter structure shown in Figure 1.

’ ’(T gﬂ rT‘ ’

4
Figure 1: Digital filter
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Let the transfer function of the causal filter H(z) be expressed as
1—az!

HE= 1

Then (A} a = £ (B) b= & (C) The system is stable if and only if ]%l < 1 (D) Tf k = 1, the response
to zfn] = ()" is wln]= 5 (2)" (E) Nene of the above.
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13.

14.

15.

16.

Suppose that there are iwo independent bandlimited AWGN channels available for communications.
The channels have the same bandwidth W but they have different noise power spectral densities %l
and %2, respectively. The total available transmit power is P. Denote the transmit power for the first
channel as Py and the transmit power for the second channel as P,. Note thet P, 4+ P = P

(a) {5%) Express the total capacity of the two channels as a function of Ny, No, W, P, P,

{b) {8%) What is the optimal value of P, that maximizes the total capacity of the two channels?

Express it as a function of N1, Nz, W, P. (Note that the transmit power P, > 0.}

Consider a. communication system operating under a non-Gaussian noise 2, where the pdf of n is given
by p(n) = ﬁ exp (— h’—,ﬂ) The transmit signal s is either 4 or 34, each with equal probability 1.
The corresponding receive signal isr =s +n.

(a) (5%) What is the optimal decision rule for the receiver after receiving r? The decision rule has to

be simplified to its simplest form. You also have to give rigorous explanation of why your answer
is correct to get full credits.

{b) {5%) What is the probability of error for the optimal receiver? Express it as a function of 4 and
.

(10%) Consider a discrete-time signal cfn] given by zr] = o/*! with [a| < 1 and 2 continuous-time
signal y(t) given by

1
ut) = 5 — dcos(2nmt)’

(8) (5%) Find the discrete-time Fourier transform of z[r].
{b) (5%) Using the concept of duality, find the Fourier series coefficients of 3(t).

{(10%) Given a signal z(t), the integrated value of the signal over an interval Tp is defined as

y(t):]i z(7) dr.

—T5

The integral y(£) can also be obtained by transmitting (¢} through a filter with transfer function given
by

H(jw) = a sine(b) el~79,

Obtain the value of a, b, and ¢, and plot the magnibude response of the filter [H(Fw)|.
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