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1. Let A and C be matrices such that the product AC is defined.

{a) (3%) Prove that rank(AC) < rank(4).
(b) (3%) Give an example so that the inequality rank(AC) < rank(4) holds. Verify your answer.
(¢) (4%) Is it true that rank(AC) < rank(C)? Verify your answer.

2. (10%) Consider the vectors in R* defined by v; = (~1,0, 1,2), v2 = (3,4,-2,5), vs = (1,4,0,9).

Find a system of homogeneous linear equations for which the space of solutions is exactly the subspace
of R* spanned by the three given vectors, vy, va, V.

3. (10%) Let T be a linear operator on R® which is represented by the matrix

31 ~1
22 -1].
22 0

Find a diagonalizable operator D on R® and a nilpotent operator N on R? such that T = D + N
and DN = ND,

4. Let § be a real and skew-symmetric matrix (that is, ST = ~.5), show that
(a) (5%) I + S is nonsingular (invertible).
(b) (5%) The transformation T' = (/ — S)(I + 8)7! is orthogonal.

5. {10%) Suppose A and B are diagonalizable matrices. Prove or disprove that A is similar to B if and
only if 4 and B are unitarily equivalent.

6. (10%) Give an example of a 2 x 2 matrix A such that A2 is normal, but A is not. Verify your answer.

7. Let V be a finite-dimensional vector space and T : V — V a linear transformation. Let R(T) denote
the range space of T' and M(T) the null space of T.
(a) (5%) Prove that there exists a positive integer & such that V = R(T*) & A/(T*).
(b) (5%) If rank(T*) = rank(T), prove that R(T) N A/(T) = {0}. Deduce that V = R(T) & A/(T).
8. Consider the statement: Every self-adjoint operator T on a finite dimensional vector space V is
2 linear combination of orthogonal projections. Show that this statement is true in the following
procedures.
(a) (4%) Set up the necessary formulations in order to verify this statement,
(b) (4%) List the items that are needed to verify this statement in your formulation.
(¢) (7%) Verify these items.

9. (15%) Suppose that A € R™*® and B € R™™ are two matrices. Prove that the nonzero eigenvalues
of AB are the same as those of BA. (Hint: Consider the two square matrices { AB»B g ] and
0 o here O’s are b f suitable sizes.)
B BA | Where O’s are zero matrices of suitable sizes.





