B s k21008 5 AA-H I B 5 i A A

P73 3. #%F # #A-L 91 S R
FX A B (1XA%): X g (0202)
£2B, 518 HL[ZERE FIEE

1. [20%)] True or false? With a reason.

(1) The following two matrices

A —

O NN O
- O OO
o O O

1 O
0 2 and B =
0 O

o O O

are simuilar.

(2) Let A, B be two m by n matrices over R. Then
Col(A + B) = Col(A) + Col(B)

where Col(X) denote the column space of a matrix X.

2. [10%] Let V denote the space of 3 by 3 matrices A over R such that AS = SA

where
0 1 1
S= 10 0 1].
M G N

LY Y]
Find the dimension of V.

3. [10%] Let V denote the complex vector space of 2 by 2 matrices over C. Let
T: V — V be the linear transformation given by T'(X) = AX where

A hl _14}.

4. [10%] Find the minimal polynomial of the 6 by 6 matrix

Find the rank of 7'.

1 01 0160
010101
4 1 01 0160
010101
1 01 010
01 0101
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S. [10%] Find the singular value decomposition of the 2 by 3 matrix
1 0 1
1 0 1]

6. [20%] Let T be a linear operator on R™ and let v be a nonzero vector in R". The

polynomial f(z) is called a T-annihilator for v if f(z) is a monic polynomial of
least degree for which f(T")(v) = 0.

A =

(1) Prove that the T-annihilator for v is unique.
(2) Find the T-annihilator for v = (1,/2,1) € R2 where
2 -1 0

I'=1-1 2 -1
0 -1 2

7. [20%] Let V be a finite-dimensional complex inner product space and U 1s a unitary

operator on V such that U(v) = v implies v = 0.

(1) Show that / — U 1is invertible.
(2) Show that (/ +U)YI -U)"*={I-U)"'(I +U).
(3) Show that the linear operator \/—1(I + U)(I — U)~! is self-adjoint.

(4) For a self-adjoint operator T" on V, show that (T" — /—1I)(T + +/~1I)" ! is
unitary.



