EE 2030 Linear Algebra Spring 2011

1. (a)

(b)

(b)

Solution to Homework Assignment No. 2

No, this subset is not a subspace of R3. Let By = {(by, ba, b3) : b1babs = 0}.
Consider (1,0,0), (0,1,1) € By. Since (1,0,0) + (0,1,1) = (1,1,1) ¢ By, B,
is not a subspace of R?.

Yes, this subset is a subspace of R3. Let By = {(by,b2,b3) : by + by + b3 =
0}. Take two vectors w = (uy,us,uz) € Ba, v = (v1,v9,v3) € Bs, where
u1 + us + uz = 0 and v; + vy + v3 = 0. Then we need to check the following
two conditions:

e Consider u+v = (u; + vy, ug + v9, ug + v3). Since (uy + vy) + (ug +ve) +
(U3+U3) = (U1+UQ+U3)+(U1+U2+U3) :0, u—+ve Bg.
e For any ¢ € R, consider cu = (cuq, cus, cuz). Since cuy + cus + cuz =
c(uy +us +u3) =0, cu € Bs.
Therefore, B, is a subspace of R3.
No, this subset is not a subspace. Let By = {(by,ba,b3) : by < by < b3}.
Consider (1,2,3) € Bs. Since (—1)(1,2,3) = (—1,—-2,—-3) ¢ Bs, B; is not a
subspace of R3.

Yes, S+ T is a subspace of V. Let €1 =s1+t; € S+ T and @y = 89 + 15 €
S + T, where s1,85 € S and t;,t5 € T'. We need to check the following two
conditions:

e Consider T+ Ty = (Sl + tl) + (81 + tl) = (Sl + 82) + (tl + tg). Since
s1,89 € S and S is a subspace, we have s; + s, € S. Similarly, we have
t; +ty € T. Therefore, 1 + @3 = (814 82) + (b1 +t2) € S+ T.

e For any ¢ € R, consider cx; = cs; + ct;. Since s; € S, t; € T and
S, T are subspaces of V, we have cs; € S and ct; € T. Therefore,
cxy =c8 +cti € S+T.

Therefore, S 4 T is a subspace of the vector space V.

No, S U T is in general not a subspace of V. Consider S = {(z,0) : x € R}
T = {(0,y) : y € R} are two subspaces of R?. Take (1,0) € S, (0,1) €

and hence (1,0) € SUT, (0,1) € SUT. Since (1,0)+ (0, ):(1,1)¢SUT
S UT is not a subspace.

Reduce the matrix A to the reduced row echelon (RRE) form:

I =1 0 0 1 -1 0 0 10 -10
A_{—l 2 —1 o}i{o 1 -1 0]§{01 -1 0]_RA

= T —T3 = 0
+29 —T3 = 0.

The pivot variables are x; and x5, and the free variables are 3 and z4. Setting
r3 =1, x4 =0, we have xr1 = 1 and x5 = 1. Setting x5 = 0, x4 = 1, we have



(b)

x1 = 0 and zo = 0. Therefore, the nullspace of matrix A can be given by

1 0

1 0
NA)=<x:x=u1;3 HRER , T3,y €ER

0 1

Reduce the matrix B to the RRE form:

0 -1 2 -1 0 -1 0 1 010 -1
B:[o 0 -1 1};‘{0 0 -1 1];{001 —1}:RB

N Ty —x4 = 0
+xr3 —x4 = 0.
The pivot variables are x5 and x3, and the free variables are x; and z4. Setting

1 =1, x4 =0, we have x5 = 0 and x3 = 0. Setting 1 = 0, x4 = 1, we have
x9 = 1 and z3 = 1. Therefore, the nullspace of matrix B can be given by

1 0
0 1
NB)=<{x:x=mx 0 +aa | ] 1, T4 €ER
0 1
Reduce the matrix C to the RRE form:
1 -1 0 0 1 -1 0 0
c_[AT_| -1 2 -1 o | _fo 1 -1 0
| B | o -1 2 -1 0o -1 2 -1
0 0o -1 1 0O 0 -1 1
1 -1 0 o0 1 -1 0 o0 1 -10 0
o oot -t o | o 10—
00 1 -1 00 1 -1 00 1 -1
000 -1 1 00 0 0 00 0 0
1 0 0 —1 B 0
N R; = B e 0
001 1| ¢ v T
(000 0 faoTh =

The pivot variables are xy, xo and w3, and the free variable is x4. Setting
ry = 1, we have ;1 = 1, x5 = 1 and x3 = 1. Therefore, the nullspace of
matrix C' can be given by

1
1
NIC)=Rz:z=ux ] .24 €ER
1
First, we perform Gaussian elimination:
112 2 1 1 2 2 1 1 2 2
A=12 24 4|=|0 0 00|=1]0c¢c-100|=U.
1 ¢ 2 2 0 c—1 00 0 0 00

To find the pivots, we must check if ¢ — 1 = 0. There are two cases:
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o [fc—1=0,ie,c=1, we have

11 2 2
U={0000|=R
00 0O
where R; is the RRE form with rank 1.

o [fc—1+#0,1ie., c# 1, we can obtain

11 2 2 10 2 2 1 0 2 2
Uy=]0c¢c-100|=[0¢c=100=]10100/|=R,
0 0 00 0 0 00 0000

where Ry is the RRE form with rank 2.

(b) The matrix B is already an upper triangular matrix. To find the pivots, we
need to check if 1 —d =0 and 2 — d = 0. There are three cases:

e [f1—-d=0,ie.,d=1, we have

0 2 0 2 01
s [0 )=l )= 10 0] =
where R3 is the RRE form with rank 1.
e [f2—d=0,ie.,d=2, we have

-1 2 1 -2
me ool v
where R, is the RRE form with rank 1.
e Ifl—d#0and2—-d#0,ie,d#1andd# 2, we have

1—d 2 1—d 0 10
B?’:{ 0 2—d]:>{ 0 2—d}:>{0 1]:R5
where Rj5 is the RRE form with rank 2.

5. To find the complete solution, we reduce the matrix to the RRE form:

2 46 4|4 2 4 6 4|4 2 46 4] 4
25 76(3|=[0 1 1 2 |-1|1=1011 2|-1
2 3 5 2|5 0O -1 -1 =2] 1 00 0O0]0
2 0 2 -4} 8 101 —=2] 4
=011 2 |-1|=/(011 2 |-1
000 010 000 010
= x + x3 — 21‘4 = 4
To + T3 + 2[[‘4 = —1.

Thus, the pivot variables are x; and 9, and the free variables are x3 and x4.
Setting 3 = 0 and x4y = 0, we can obtain x; = 4 and x5 = —1. Therefore, a
particular solution can be given by



6.

To find the general soultion x,, we let

Ty + x3 — 2x4 = 0
I2+ZL’3+2£E4:0.

Setting x5 = 1, x4, = 0, we have ©; = —1, 29 = —1. Setting 3 =0, 24, = 1, we
have 1 = 2, x5 = —2. Therefore, the general solution x,, is
-1 2
-1 —2
T, — I3 1 + x4 0
0 1

As a result, the complete solution to this problem is

(a)

(b)

4 -1 2
-1 -1 —2
r=x,+xT, = 0 + x3 1 + 24 0
0 0 1

Since x is a 2 by 1 vector and Az is a 2 by 1 vector, A is a 2 by 2 matrix. Since
Ax = 0 has one special solution, we know that the rank of A =2 —1 = 1.
Let

21 A22

A:{an @12:|'

Since [ (1) } is a special solution to Ax = 0, we have

s ][] [0] =[] [0]

a1

which gives A = [ 8 } By applying the particular solution to Ax =

a1

{ ; } , we can obtain

. a1 0 1 o 1 ai . 1
=] lol-l] =L ]-1]
10 S .

} , which is clearly with rank 1.

3 0

Since x is a 3 by 1 vector and Bx is a 2 by 1 vector, B is a 2 by 3 matrix.
Hence the rank r of B is at most 2. We discuss the following two cases:

Therefore, we find the matrix A = [

e If r =2, i.e., B has full row rank, Bx = b always has infinite solutions.
o If r <2, Bx = b has 0 or infinite solutions.

Therefore, we cannot find a matrix B with only one solution to Bx = b.



7. Yes, they are linearly independent. Consider the following equation:

b1(2’U)1 + wo + ’U)3) + bg(’U)l + 2’lU2 + ’lU3) + b3(’U)1 + wo + 2’lU3) =0
= (261 + by + b;;)wl -+ (bl + 2by + bg)wg -+ (bl + by + 2b3)w3 =0.

Since w1, ws, ws are linearly independent, we know the only solution to the above
equation is

261 + b2 + bg = 0
b1 -+ 2b2 + bg - 0
b1 + bg + 2b3 - 0 .

2 11
Since the matrix | 1 2 1 | is invertible, we have b; = by = b3 = 0. Therefore,
1 1 2

2w + ws + w3, wy + 2w, + w3, wy + wy + 2ws are linearly independent.

8. (a) Take a matrix m € M. Since all the column sums are zero, we can assume
m—| @ b ¢
| —a =b —c
where a,b,c € R. Then we have
_[ao00], [0 b 0], [OO e
Tl a0 00 0 —b 0 00 —c
1 00 0 1 O 00 1
- “{—1 0 0}”{0 -1 0}“{0 0 —1]

1 00 0 1 0 0 0 1
Thus, {_1 0 O}’ {0 1 O]’[ _1]Span the vector space M.

Consider
1 oo] fo 1 0], oo 1]_[o00
T 100! o =10 o0 =1 |ooo
:>xyz_000
—r —y —z| |00 0]

Thenwehavex:y:ZZU,andhence{1 00}{0 1 0]’

-1 0 0 0 -1 0
00 1 . . 1 00 0 1 0
{ 00 —1 } are linearly independent. As a result, [ 10 0 }, { 0 -1 0 ],

0 0

(b) Assume N is the subspace of M whose columns and rows both add to zero.
Let n € N. By the property of N, we can assume

el T

{O 0 jl]areabasisfor]\/[.

—a —=b a+bd

>



where a,b € R. Then we have
_ a 0 —a n 0O b —b
no= —a 0 a 0 —b b
B 10 1], [0 1 -1
Y10 1 0 -1 1 |

Thus, [ _11 0 —1 ], {8 _11 _11 } span the subspace N. Consider

G 1o =17, o 1 1] _[0oo0o0
~10 1 0 -1 1 ]-]000
[k —h-k]_[00 0
~h —k h+k | |00 0]

Then we have h = k = 0, and hence are

1
-1 0 1
linearly independent. As a result, [ Lo ], {O !

10 1 } are a basis
for N.



