EE 2030 Linear Algebra Spring 2013

1. (a)

Solution to Homework Assignment No. 2
No. Let W = {(b1,bs,b3) : by = 1}. Suppose (1,bq,b3), (1,05,05) € W. Since
(1> ba, b3) + (1> b,2> bg) = (2a by + bga bs + bls) ¢ W

W is not a subspace of R?

(b) Yes. Let W = {(bl,bg,bg) . bg — b2 + 3b1 = 0} Suppose wi = (bl,bg,bg),

(¢)

(b)

wy = (U, ,,b5) € W. We check the following two conditions:
(i) Consider w; + wy = (by + b}, by + b}, by + b). Since

(b3 4+ b3) — (by 4+ by) + 3 (b + b)) = (b — by + 3by) + (by — by, +3b}) =0

we have w; +wy, € W.

(ii) Consider cwy = (cby, cbg, cbg). Since by — cby+3cby = ¢(bg—be+3b1) = 0,
we have cw, € W.

As a result, W is a subspace of R3.

Yes. Let W = {a;(1,1,0) + a9 (2,0,1) : a1,as € R}. Suppose w; =
a; (1,1,0) + a2 (2,0,1), wy = a) (1,1,0) + a5 (2,0,1) € W. We check the
following two cases:

(i) Consider w; + wy. We can have

’LU1—|—’U72 - a1(1,1,0)+a2(2,0,1)—|—a'1(1,1,0)+a/2(2,0,1)
= (a1 +d})(1,1,0) + (as 4+ a}) (2,0,1) € W.

(ii) Consider cw; where ¢ € R. Then we can obtain

cw; = c(ar(1,1,0)+a2(2,0,1))
= cay (1,1,0) + cag (2,0,1) € W.

Therefore, W is a subspace of R3.

True. Suppose w; = 81 + t1, wy = Sy +t, € S+ T, where s1,89 € S and

ti,to € T. Consider the following two conditions:

(l) wi + we = (81 +t1) + (82 +t2) = (81 +82) + (tl +t2) € S+ T since
Si+syeSandt; +t,eT.

(ii)) cwy =c(s1+t) =csy+ct; € S+ T since cs; € S and ¢ty € T.

Therefore, S + T is a subspace of V.

False. Consider S = {(z,0) : x € R}, T = {(0,y) : y € R} are two subspaces

of R?. Take v = (1,0) € S, w = (0,1) € T, and hence v € SUT, w € SUT.
Since v +w = (1,1) ¢ SUT, SUT is not a subspace of R%.



3. From the figure, we can have

Y1
yit+ys—yz = 0 1 0 =1 100 Y2
Yo+ys—y1 = 0 -1 1 0 010 Y3

=0.
Ys+ys—y2 = 0 — 0 -1 1 001 Ya
Yys+ys +ys = 0 0 0 0 111 s
L Y6
Hence
1 0 -1 100
-1 1 0 010
A= 0 -1 1 001
0 0 0 1 11
By performing elimination on A, we can obtain
1 0 -1 100 10 -1 0 -1 -1
-1 1 0 010 01 -10 0 -1
A=l o 11001 7 B o0 011 1
0 0 0 1 11 00 0 0 0 O

The pivot variables are 1, y2, y4 and the free variables are ys, ys5, yg. To have the
special solutions, we let

y3=19y5=0,946=0 = y1=1,920=1,9y4=0
y3=0y5=1Lys =0 = y1=1Ly=0,y4=—1
Y3 =0, =0,95=1 = y1=Ly=1yu=—1

Hence, the special solutions are

1 1 1

1 0 1

1 0 0

0] -1]"] -1

0 1 0

0] L 0] [ 1

4. By Gaussian elimination, we can have

13 3 2|k 1 301 3by — by
2 6 9 5|b = |00 1 1| —2b+1ib
-1 =3 3 0]b3 0 0 0 0|5b; —2by+ b

Hence the system is solvable if 5b; — 2by + b3 = 0. Since the pivot variables are x1,
x3 and the free variables are xs, x4, we can find a particular solution by letting

3b1 — by
ZL’Q:O — 1’1:3[)1—[)2 — = 0
1’420 T3 — _%bl"i_%bQ P —§b1+%b2
0



Consider

130110
001 5]0
000 0|0
To derive a general solution, we can have
-3 -1
1'2:1,1’4:0 — 1'1:—3, 3 =10 s g o—g 1 s 0
1'220,1’4:1 — 1'1:—1, 1'3:—% ne 0 1 —%
0 1
As a result, the complete solution can be given as
-3 —1 3by — by
r=x,+xT,==1T L +x 0 + 0
o P2 0 4 —% —%bl—l—%bg
0 1 0
if bby — 2by + b3 = 0.
5. (a) Suppose
1 1 3 0
x| 1 2142311 =10
2 1 1 0
11 3
= Ax=|1 2 1
2 11
1 0 0]0
== 0100
00 10

Since rank(A) = 3, N(A) = {0}. Hence (1,1,2),(1,2,1),(3,1,1) are linearly
independent.

(b) Since (v; — v3) + (vy — v3) + (v3 — v4) + (v4 — v1) = 0, they are linearly
dependent.

c) Since there are four vectors in R3, they must be linearly dependent.
Yy y

6. (a) Since the column space and the nullspace both have three components, the
desired matrix is 3 by 3, say A. We can find that dim(N(A)) =1 # 2 =
3 —1=3—rank(A), which is not possible. Therefore, no such matrix exists.

(b) Consider the 3 by 2 matrix

&

I
oo~
— oo

We have that C(B) contains 0 and C(B”) contains (1,1) = (1,0) +
(0,1) and (1,2) = (1,0) +2- 0,1

3



(c) We can know that A must be 3 by 4. Since & = is the only solution

—1
—1
2
to Ax = | 1|, the nullspace of A must contain the zero vector only. Hence,
2

the rank of A should be 4. Yet as the number of rows of A is only 3, the
rank of A cannot be 4. Therefore, A does not exist.

12 0 1
(a) Convert A= 0 1 1 0| intothe RRE form:
-1 -2 0 -1
12 0 1 10 =21
A=|10 1 1 0| = R=1{|01 1 0
-1 -2 0 -1 00 0 O

Therefore, a basis for the row space of A can be given by
(1,0,-2,1), (0,1,1,0).

The pivot columns are the 1st and 2nd columns of R, and hence a basis for
the column space of A can be given by

Since x; and w9 are pivot variables and z3 and x4 are free variables, a basis
for the nullspace of A can be given by the special solutions:

2 —1

—1 0

1|’ 0

0 1

We can have R = E A where

1 -2 0
E=1(0 1 0
1 0 1

Since the last row of R is a zero row, a basis for the left nullspace of A can
be given by the last row of E:

(1,0,1).
(b) For the matrix

A:

N O =

1 0 0 3



it is a rank-one matrix with the pivot row (1,0,0,3) and the pivot column
(1,0,2)T. Therefore, a basis for the row space of A is (1,0,0,3) and a basis
for the column space of A is

1

0

2

For the nullspace of A, we have
ol
[1 00 3] | =0

T3
Ly

Since w7 is a pivot variable and x5, x3 and x4 are free variables, a basis for
the nullspace of A can be given by the special solutions:

-3

o O = O
o = OO
_— o O

For the left nullspace of A, we have

1
lyi 2 ys] |Of =0.

[\]

Therefore, a basis for the left nullspace of A can be given by

(0,1,0), (=2,0,1).

True. Since a square matrix A has independent columns, it is full rank. That
is to say that A has a full set of pivots. Therefore, A is invertible. Since
A has A™! as its inverse matrix, we have (A™')? as the inverse matrix for
A?. This implies that A? is also full rank. Therefore, A% has independent
columns.

True. If the 5 by 5 matrix [A b] is invertible, there are 5 nonzero pivots and
all the columns are independent. Hence b cannot be a linear combination of
the columns of A. Therefore, Ax = b is not solvable.



