EE 2030 Linear Algebra

Solution to Homework Assignment No.

Spring 2013

we have

A\

1. (a) Let « be the associated eigenvector of \. We have
Ax = \x
— A 'Az=A")z
— Izx=)\A'z
— Alz=)'z
Hence, A~! is an eigenvalue of A™'.
(b) Let A be a eigenvalue of A. Since
det(A—AI) =10
— det((A-M)T)=0
—  det(AT - AXIT) =0
=  det(AT = \I) =0
we can obtain that ) is also an eigenvalue of A7, and vice versa.
(c) Let @ be the associated eigenvector of A. Since A is idempotent,
Ax = A’z = A(Ax) = A(\x) = A\ (Az) = N’z =
— (M= )N)z =0.
Since @ is not a zero vector, we must have A2 — X =0, i.e., A =0 or 1.
2. (a) Consider
1—-A 0 2
det (A — \I) = 0 —1—-X =2 [=XB8=XNB+A) =0.
2 -2 =

We can then find that the eigenvalues of A are A = 0,3, —3.
We can obtain that the

eigenvalues are all distinct, A is diagonalizable.

2 2 —1
eigenvectors for A = 0,3, —3 are 2 |, | —11, 2
-1 2 2
Therefore, let
2 2 -1 00 O
S = 2 -1 2 and A=10 3 0
-1 2 2 00 -3

and then S™'AS = A.

Since the

, respectively.



(b)

(b)

Consider
- 1 2
det(A—AXI)=| 0 -\ 0 |=-N=0
0 0 =X
01 2
We can obtain A = 0, and its AM is 3. Since A — X = | 0 0 0 |, the
000
GM of X is 2, which is small than the AM of A\. Therefore, this matrix is not
000
diagonalizable, and its Jordan formis | 0 0 1
0 00

First, we find the eigenvalues of B by

5—A 1

det(B—AI):detd 04

AD —(5-AN)@d-X) =0.

Hence A =5 and 4. For A = 5, we have

0 1
and the eigenvector ¢, = {(1) } . For A =4, we have
11

and the eigenvector o, = [ _11 } . Hence, we have
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(11
0 —1]| 0 4

Ik

1 1
0 —1

5 0

— -1 _
posas-[1 ][50

and

B = (SAS™ )" = sA"S! } { é _11 }
5k;
0 -1 e }
[ 5k 5k 4k
0 4k } '

Assume A; and )\, are eigenvalues of

[ 1 } and { i ] , respectively. We can

then have
cosf) —sinf 1| \ 1 . cos) —isinf | | A\
sinf cosf il sinf +icosf | | i\

— )\ = cosf —isinf



and
cos —sinf i \ ) N icos —sinf | | iXy
sinf cosf 1] 721 isinf +cosf | | A

= Ay =cosf+isinf.

Hence
B EEE B O cosf —isinf 0 /2 —i/2
A=SAS = [2 1] { 0 cosf+ising | | —i/2 1/2
and
A" = SA"S™!
~[1 i7[cosf—isinf 0 T2 —if2
e 1] 0 cos® + isinf —i/2 1/2
v i e oo 1" 12 —i/2
N A U I R C —i/2 1/2
1 i) [e™ 0 /2 —i/2
AR 0 ™ || —i/2 1/2

|
[N}

r ;em{e + %eme —?z‘efme + %‘eme }
I %e—mé’ + %Zemé’ e—m@ + %eznﬁ
N [ cosnf —sinnd

o sinnf  cosnb }
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(a) Assume uy = [ 0

} . Then uy = [ } and

ey — [ g,;i } _ { (1/2>Gkgk:(1/2)Gk } _ [ 1{2 1(/)2 } u..

1/2 1/2
10

[ (1 o0 L 12 1
S_{l —2}’ A—[o —1/2}’ o —5{1 —1]‘

Hence, we can obtain

Let A = [ ] . We then diagonalize A = SAS™" where

ur = Afuy = SA*S tug = [

and
Gy = (1/3) = (1/3)(=1/2)".

(b) Assumeu:{y/},u':Hl,/],anduoz{y/(o)]:{?’}mhenwe

can have
! /
Y W4y | |5 4
u_ly’}—[ Y ]_{1 0o ]*



5 —4
1 0

(14 1o -1 4
S—L 1]’ A—[o 4}’ o _?l—l 1}‘

Hence, we can obtain

Let A = [ ] . We then diagonalize A = SAS™* where

t 4t

At At g-1 —e' +4e
u=euy=8Se™S ‘uy =

0 0 |: et e4t :|

and
y=—e + e

True. Assume A is a negative definite matrix. Let A be an eigenvalue of A
and x is a corresponding unit eigenvector. Then we can have

Az =)z = z'Az=zx2")z=)\|z|*=)<0.

True. By part (a) of Problem 1, A~ is an eigenvalue of A~ if \ is an
eigenvalue of A. Since all \’s are positive for a positive definite matrix A, all
\~Us are positive. Hence, A™' is positive definite.

True. Since the determinant of a positive definite matrix is positive, this
matrix is invertible.

False. Since the determinant of this matrix is negative, it is not positive
definite.

True. Since A is nonsingular, all the eigenvalues of A are nonzero. We
learned from class that A\? is an eigenvalue of A? if \ is an eigenvalue of A.
Therefore, all the eigenvalues of A? are positive, which implies that A? is
positive definite.

False. Let

[29) - [20)

Since A? = B? = I,, B? is similar to A%. However, since the eigenvalues of
A and B are not the same, B is not similar to A.



6. We can find the eigenvalues of each matrix as follows.

7.

0]
e
1] a0
00730
107 a0
017000

Since all 2 x 2 matrices with eigenvalues 0 and 1 are similar to each other (as
they are all similar to a diagonal matrix with 0, 1 on the diagonal), the following
matrices are similar:

ol Ll el o]
ERke

(a) After some calculations, we can obtain the eigenvalues and unit eigenvectors

of ATA and AA” as follows:

The matrices

are similar to themselves.

A =3 =—=(1,1
wacllz] = o
=1 +— :7(, HT.
110 M=3 = w = 6(1,2,1)7
AAT =11 2 1 — =1 ¢ up=5(1,0,-1)7
011 N3=0 +— :7(1,—1,1)T.

(b) According to (a), the singular value decomposition of A is given by

A=UxXVT
where
L[ oveoV2 V3 0 1
1 1
U=—|2 0 2|, = 01,V:—[1_1}
611 -3 2 0 0 2



uxv? =

%\H
O~ (=

— = O

S\H
[@))
N = = DN

The decomposition can be verified by
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(¢) According to what was taught in class, we know that we can use the unit eigen-
vectors obtained in (a) to form orthonormal bases for the four fundamental
subspaces of A. Therefore, {uy,us}, {us}, {vi,vs2}, and ¢ are orthonormal
bases for C(A), N(AT), C(AT), and N(A), respectively. Note that the basis
for the nullspace is the empty set.



