EE 2030 Linear Algebra Spring 2010

Solution to Final Examination

1. (a) True.

Since A is symmetric and invertible, we have AT = A and there exists A"
such that AA™! = I. Therefore, we can have

I=1"=(AA Y = A HTAT = (A HTA.
Multiple A™! from the right to both sides, and we have
A7 = (AT)T(AAT) = (AT

That is to say A~! is symmetric.

(b) False.
1 01
(i) Let A= | 0 1 0 [, and we have
0 01
1—A 0 1
det(A — A1) = det 0 1-Xx 0 =(1-))?=0.

0 0 1-2A

Therefore, the eigenvalues of A are 1, 1, 1.

0 01
A=1—(A-X)z=|0 0 0 |x=0
000
1 0
Therefore, two independent eigenvectors can be obtainedas | 0 |, | 1
0 0
1 00
(i) Lete B=]1 1 0 |, and we have
011
1—-Xx 0 0
det(B — \I) = det 1 1-Xx 0 =(1-))?=0.
0 1 1—A
The eigenvalues of B are also 1, 1, 1.
000
A=1—=(B-X)xz=|1 0 0 |xz=0.
010
0

Therefore, an independent eigenvector can be obtained as | 0



Since A and B do not have the same number of independent eigenvectors,
they are not similar.

(¢) True.

Performing elimination, we can have
2 20 2 20 2 20
25 3| =103 3|= |03 3| = pivots: 2,3, 5.
0 3 8 0 3 8 00 5

The matrix is symmetric and has all pivots> 0 (without row exchanges), so
it is positive definite.

(a) Since by elimination
01 00 0100
10 2 4] =11 0 2 4
0200 0000
we know that w3 is the free variable. Therefore, we can obtain a particular
solution as @, = (4,0,0)7 and the nullspace vectors as
-2
x,=x3| 0
1

where x3 € R. Finally, the complete solution is given by

4 -2
rT=xp+x,= 0| +a35| 0
0 1

(b) Since Aj is a symmetric matrix, the left nullspace of Aj is equivalent to the
nullspace of As. A basis can be given as the special solution: (—2,0,1).

(c) A basis for the column space of Az can be found as (0, 1,0)%, (1,0,2)7, from
which we can have an orthonormal basis given by

000 Loz 1/5 0 2/5
qlq?+q2q§=01o+5000: 0 1 0
00 0 2 0 4 2/5 0 4/5

(d) Since
det(As — M) = —A\* + 5\ =0

we can find that the eigenvalues of Az are 0, \/5, and —/5.
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3.

(e) Suppose A is an eigenvalue of A4, and we can have

Av =)\
— (—Ay)v=(—-A)v.
Then — )\ is an eigenvalue of —A,. Since A, is similar to — A4, they have the

same eigenvalues. Therefore, —\ is also an eigenvalue of A;. We can obtain
that the other two eigenvalues are —3.65 and —0.822.

(f) Since 0 is an eigenvalue of Ag, det(A3z) = 0. Hence, we can have

Therefore, As is not invertible.
(g) Yes. Since Ag is a real symmetry matrix, it is diagonalizable by Spectral
Theorem.
(a) We first find the eigenvalues:
0.3—A\ c
0.7 1—c—2A
=X = (1.3—c)A+ (0.3 —¢).

det(A — \I) =

Solving det(A — AI) = 0, we can have A = 1,(0.3 —¢). If 1 # 0.3 — ¢,
there will be two independent eigenvectors corresponding to the two distinct

eigenvalues and hence the matrix is diagonalizable. We then only have to
check the case that 1 = 0.3 — ¢, i.e., c= —0.7. When ¢ = —-0.7, A\=1,1, and

A= '—0.7 —0.7‘_

0.7 0.7
Since dim(N (A — M) = 1 < 2, A is not diagonalizable when ¢ = —0.7.
(b) From the result in (a), if ¢ # —0.7, A is diagonalizable and

P D R R I
A_S{o 0.3—45

where S is the matrix with two independent eigenvectors as the columns.

Therefore,
n o __ 1 0 -1
AT=5 [0 (0.3 — c)”} S

When —1 < 0.3 —c¢ < 1, i.e., —0.7 < ¢ < 1.3, the limiting matrix exists. It
can be easilly checked that the limiting matrix does not exist when ¢ < —0.7

or ¢ > 1.3. The only remaining case we need to check is when A is not
diagonalizable, i.e., ¢ = —0.7. When ¢ = —0.7, A = 1,1, and

A\ — {—0.7 —0.7] ‘

0.7 0.7

Let the corresponding eigenvector be (—1/v/2 , 1/v/2)T. Using the Gram-
Schmidt method, we can obtain an orthonormal basis as w, = (—1/v/2, 1/v/2)7,
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wy = (1/v2 , 1/3/2)7 for R?. For any vector x € R?, we can have
T = a;wi + asws, and

Ax = A(a1w1 + CLQ’LUQ) = awy + CLQA’LUQ.
It can be checked that Aw, = 1.4w, + ws, and thus
Ax = ayw; + ax(l4w; + ws) = (a1 + 1.4az)w; + aswy

which leads to
Ax = (a1 + 1.471(12)’(1)1 + arws.

Therefore, as n — oo the limit of A"x does not exist if as # 0. We can have
A" = 1471_1 |:1B1 wg}

where z; = (0.3, 0.7)7 and @5 = (—0.7, 1.7)T. Then the limit of A" does not
exist as n — oo because aq, as are not both multiples of w;. Consequently,
the limiting matrix exists only when —0.7 < ¢ < 1.3.

From the result in (b), A is diagonalizable when the limiting matrix exists.
Since A has eigenvalues A\ = 1,(0.3 — ¢), we first find the corresponding
eigenvectors. When \ = 1,

—0.7 ¢
A\ = [0_7 _C} |

Let the corresponding eigenvector be sy = (¢, 0.7)T. When X = 0.3 — ¢,

C Cc
A-AM = {0‘7 0.7} '

Let the corresponding eigenvector be s, = (1, —1)T. Let

1
S=[s1 o] = {067 —1}
and we can obtain

1 1 1
—1 _
ST = c+0.7 {0-7 —C] ’

Azs[1 0 )] S

We then have

0 (0.3—c¢
Therefore,
Wm0 4
A —S[o (0.3—(;)”}5 ‘

When —1 < 0.3 — ¢ < 1, we can have
n=00 0 0
e 1|1 0 1 1 1
107 =1 |0 0] ¢+0.7]0.7 —c

B 1 c c
T ce+0.7107 07

lim A" = S {1 O} 5!



4. (a) Let
A= [’Ul () ’03] .

Since vy, v3, v are independent, we know that rank(A) = 3 and A is full-
rank. Therefore, A is invertible.

(b) Let
A= [’Ul V2 V3 174] .
Since vy, v, v3, v4 span R3, we know that rank(A) = dim(C(A)) = 3.

(c) Since T is the transformation that projects onto the plane spanned by g, and
q,, we can have

T(g,)=q,=1-q,+0-q,+0-qjs
T(g;) =q,=0-q,+1-¢g,+0-qjs
T(Q3):0:O'Q1+O'Q2+O'Q3-

Therefore, the matrix representation of 7" in this basis is

1 00
010
0 00
5. A=UXV7T is a 3 x 4 matrix where
-1 2 2 1000 A4
U=- 2 -1 2 2X=104 00 ,V:§ L 1 -1 -1
2 2 -1 0000 1 -1 -1 1

(a) Since AT A is 4 x 4, it has 4 eigenvalues. The nonzero eigenvalues of A" A
are the squares of the singular values of A, which are given by 1?2 = 1 and
4% = 16. Therefore, the eigenvalues of AT A are 1, 16, 0, 0.

(b) Since there are 2 nonzero singular values of A, the rank of A is 2. Therefore,
the dimension of the nullspace of A =4 —2 = 2. A basis for the nullspace of
A can be obtained as the last two columns of V, i.e.,

1/2 1/2
1/2 ~1/2
—1/2]" [=1/2
~1/2 1/2

(c) Since the dimension of the column space of A is 2, a basis for the column
space of A can be obtained as the first two columns of U, i.e.,

~1/3 2/3
2/3 |, |-1/3
2/3 2/3

(d) A singular value decomposition of —A” can be given by
~AT = —(UsvhT = —vx'UT =U's'vV"”
where U' = -V, ¥ = X7 and V' = U.



